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Abstract 
 

Classification is one of the most popular data 

mining tasks with a wide ranges of application and 

lots of algorithms have been proposed to build  

scalable classifiers. Several data mining techniques 

and classification methods have been widely applied 

to extract knowledge from databases. Naïve Bayes is 

one of the most efficient and effective inductive 

learning algorithms for machine learning and data 

mining. Its competitive performance in classification 

is surprising, because the conditional independence 

assumption on which it the conditional independence 

assumption on which it is based, rarely true in real-

world applications. This system will present sale 

forecasting productivity using Naïve Bayesian 

Classification.  

  

Keywords: data mining, classification, forecasting, 

productivity. 

 

 

1. Introduction 
 

Data mining is the process of analyzing large 

datasets in order to find patterns that can help to 

isolate key variables to build predictive models for 

management forecasting .[2]. 

Data mining is an aid to strategic, tactical and 

operational decision making in situations where 

numerous variables, affecting costs or benefits, 

impinge on the eventual outcome of the course of 

action that a company might decide to take. The 

modeling that accompanies data mining assimilates 

the information on costs and benefits of alternative 

course of action as visualized in the form of familiar 

with prediction. Organizations use such information 

to find new opportunities for growth, choose more 

effective means to achieve their goals. 

Data mining refers to extracting or mining 

knowledge from large amount of data either in 

database or data warehouse or other information 

repositories. Data mining is a step in the knowledge 

discovery process that consists of applying data 

analysis and discovery algorithms that produce a 

particular enumeration of pattern over the data.  

 

 

2. Related Work 
 

Using Naïve Bayes improves the tasks of the 

mining. Due to its perceived limitations, the simple 

Bayesian classifier has traditional not been a focus of 

research not been a focus of research in machine 

learning. Spiegel Halter and Knill Jones (1984) 

described a greatly simplified, yet elegant method for 

combing evidence to make a prediction based on the 

Naïve Bayes classifier. John and Langley (1995) 

showed that the Bayesian classifier‟s performance 

can be much improved if the traditional treatment of 

numeric attributes, which assumes Gaussian 

distributions. The naïve Bayes classifier is used as a 

competitive classifier due to its robustness and 

simplicity. See P.Domingo‟s and M.Pazzani[7], Khin 

Myo Aye, “Prediction Heart Disease Using Naïve 

Bayesian Classification”.[5], Thu Thu Zan, 

“Treatment Guidelines for Diabetic Patient By Using 

Naïve Bayesian Classification”.[9], Witt Yee Win, 

“Classification of Nutritional Status by Using Naïve 

Bayesian Classification”.[8]. 

 

 

3. Classification 
  

Classification problems aim to identify the 

characteristics that indicate the group to which each 

case belongs. This pattern can be used both to 

understand the existing data and to predict how new 

instances will behave. For example, we may want to 

predict whether individuals can be classified as likely 

to respond to a direct mail solicitation, vulnerable to 

switching over to a competing long distance phone 

service, or a good candidate for a surgical procedure. 

Data mining creates classification models by 

examining already classified data (cases) and 

inductively finding a predictive pattern. These 

existing cases may come from an historical database, 

such as people who have already undergone a 
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particular medical treatment or moved to a new long 

distance service. They may come from an experiment 

in which a sample of the entire database is tested in 

the real world and the results used to create a 

classifier. For example, a sample of a mailing list 

would be sent an offer, and the results of the mailing 

used to develop a classification model to be applied 

to the entire database. Sometimes an expert classifies 

a sample of the database, and this classification is 

then used to create the model which will be applied 

to the entire database.  

Classification is the process of finding a set of 

models that describe and distinguish data classes or 

concepts, for the purpose of being able to use the 

model to predict the class of objects whose class 

label is unknown. 

 

 

3.1. Bayesian Classification  
 

Bayesian classification is based on Bayes 

theorem. Bayesian classifiers have exhibited high 

accuracy and speed when applied to large databases. 

Naïve Bayesian classifier assumes that the effect 

of an attribute value on a given class is independent 

of the values of the other attributes. This assumption 

is called class conditional independence.  

Naive Bayes Classification (NBC) is a machine 

learning method, particularly popular in prediction as 

well as sale forecasting applications. NBC assumes 

that the attributes are mutually independent. Although 

in practice this assumption is not quite true, 

experience shows that the NBC approach in 

forecasting application is effective more elaborate 

learning methods. The relative strength of these 

approaches comes precisely from the fact that they 

assume attribute independence, even when the 

assumption is not completely true. The independence 

assumption licenses the classifier to collect the 

evidences about the class from individual attributes 

separately. So an attribute‟s contribution of evidence 

about the class is determined independently from 

other attributes.  

NBC is a highly practical Bayesian learning 

method. Naïve Bayes classifiers are simple, effective, 

efficient, robust, and support incremental training. 

Naïve Bayesian classifiers have proven to be 

powerful tools for solving classification problems in 

a variety of domains. Naïve Bayesian classifiers have 

been successfully applied. Naïve Bayes is based on a 

Bayesian formulation of the classification problem 

which uses the simplifying assumption of attribute 

independence. It is simple to implement and use 

while giving surprisingly good results. 

 

 

3.2. Bayes Theorem 
 

Let X be a data sample whose class label is 

unknown. Let H be some hypothesis, such as that the 

data sample X belongs to a specified class C. For 

classification problems, the system wants to 

determine P(H\X), the probability that the hypothesis 

H holds given the observed data sample X. P(H\X) is 

the posterior probability, of a posteriori probability, 

of H conditioned on X. P(H) is the prior probability, 

or a priori probability of H. The posterior probability, 

P(X\H) , is based on more information than the priori 

probability, P(H), which is independent of X. 

Similarity, P(X/H) is the posterior probability of X 

conditioned on H. P(X) is the priori probability of X. 

Bayes theorem is useful that it provides a way of 

calculating the posterior probability, P(H\X), from 

P(H), and P(X/H). Bayes theorem is  

           
P(X)

H)P(H)\P(X
H)\P(X   . 

 

 

3.3. Naïve Bayes Classifier 
 

The Naïve Bayesian classifier, or Simple 

Bayesian classifier works as follows: 

Each data sample is represented by an n-

dimensional feature vector, X= (x1, x2,…, xn), 

depicting n measurements made on the sample from n 

attributes, respectively, A1, A2, …., An. 

Suppose that there are m class, C1, C2,… , Cm. 

Given an unknown data sample, X, the classifier will 

predict that X belongs to the  class having the highest 

posterior probability, conditioned on X. The Naïve 

Bayesian classifier assigns an unknown sample X to 

the class Ci, if an only if 

 X)\
j

P(CX)\
i

P(C   for 1 <=j <=m, j!=i. 

The class Ci, for which P(Ci\X) is maximized is 

called the maximum posteriori hypothesis. 

 

 
P(X)

)
i

)P(C
i

C\P(X

X)\
i

P(C   

 As P(X) is constant for all classes, only  P(X\Ci ) 

P(Ci)  need to be maximized. If the class prior 

probabilities are not known, then it is commonly 

assumed that the classes are equally likely, that is , 

P(C1)= P(C2)=……= P(Cm), and the system would 

therefore maximize P(X\Ci ). Otherwise, the system 

maximize P(X\Ci ) P(Ci). The class prior probabilities 

may be estimated by P(Ci)= si/ s, where si is the 

number of training samples of class Ci , and s is the 

total number of training samples. 

Given data sets with many attributes, it would be 

extremely computationally expensive to compute  

P(X\Ci ), the naïve assumption of class conditional 
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independence is made. There are no dependence 

relationships among the attributes. 

 





n

1k
)

i
C|

k
P(s)

i
C|P(X  

The probabilities P(X1| Ci), P(X2| Ci),… P(Xn| Ci) 

can be estimated from the training samples.   
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  In order to classify an unknown sample X, 

 P(X|Ci ) P(Ci) is evaluated for each class Ci . Sample 

X is assigned to the class Ci if and only if  

 

)
j

Cj)P(C|P(X)
i

)P(C
i

C|P(X   

for 1  j  m, j  i.  

 

       In other words, it is assigned to the class Ci for 

which P(X|Ci ) P(Ci) is the maximum. 

Bayesian classifiers have the minimum error rate 

in comparison to all other classifiers. Bayesian 

classifiers are also useful. 

 

 

4. Flow of the System 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: System flow Diagram 

 The system tends to forecast for hot-drink of sale 

for productivity using Naïve Bayesian Classification. 

The proposed system of sale forecasting for hot-drink 

productivity will allow the user to get a quick 

forecasting results for several beverages of hot-drinks 

and gives the marketers effective productive advice.  

The system use training data to generate rules 

with Naïve Bayesian Classifier. Training gives the set 

of rules to testing. Training shows the system‟s 

information to user as figure 2. User gives new data 

to the system. The system sends this data to testing. 

Then, testing returns result to the system. Finally, 

system forecasts the sale result and the forecasting 

result of productivity for beverages of hot-drinks as 

near future result to the users as figure 3. Figure 1 

shows the steps of flow of the proposed system. 

 

 

5. System Implementation 
 

After the user entered the sales data for each 

product, customer  preferences  by  monthly, yearly 

and product types can be retrieved.   

 

 
 

Figure 2: Training Data Set for Hot Drink  

 

 

The system predicts the class label of an unknown  

sample  using  naïve  Bayesian classification, given 

the same training data. The training data are in  

Figure 2. The data samples are described  by  the  

attributes Purc_Qty, Purc_Rate, Sale_Qty, Sale_Rate, 

Balance, Debt, Handover, Advertisement.  The  class  

label attribute, Forecasting,  has  two  distinct  values 

(namely, {high, normal, decline}). Let C1 correspond 

to the class Forecasting=“high”, C2  correspond  to 

Forecasting= “normal” and C3 correspond to 

Forecasting = “decline”.  The  unknown  sample X 

wish to be classified. 

Figure 3  is  the  forecasting result. According to 

the result, the marketers can know sales  forecast  for 

productivity near future for specified hot drink type. 

Most customers have such varied tastes and 

Naïve Bayesian Classifier 

Sets of Rules User 

Training data Testing data 

Divided into training & 

testing 

Forecasting for 

productivity 

HotDrink DB 

Find the Result  
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preferences that it is not  possible  to  group  them  

into large homogenous populations to develop  

marketing strategies.  In  fact,  each  customer  wants  

to  be served  according  to the individual  and unique  

needs. 

 

 
 

Figure 3: Sale Forecasting Result for The  

Hot Drink  By Year 

 

 

 

6. Conclusion 
 

Data mining can be viewed as a result of the 

natural evolution of information technology. This 

paper focus on the classification rules mining that 

based on Naïve Bayesian Classification. Despite its 

unrealistic independence assumption, the naïve Bayes 

classifier is surprisingly effective in practice since its 

classification decision may often be correct even if its 

probability estimates are inaccurate.  

In this paper, the system has shown that data 

mining efforts can be useful in forecasting out comes.  

The information generated by data mining can be 

usefully applied by marketers to increase hot 

drinking‟s  sales. By using  this  forecasting  result,  

the marketers can make decision for future sales of 

enterprise or firm.  
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